Abstract—Multipath is exploited to image targets that are hidden due to lack of line of sight (LOS) path in urban environments. Urban radar scenes include building walls, therefore creating reflections causing multipath returns. Conventional processing via synthetic aperture beamforming algorithms do not detect or localize the target at its true position. To remove these limitations, two multipath exploitation techniques to image a hidden target at its true location are presented under the assumptions that the locations of the reflecting walls are known and that the target multipath is resolvable and detectable. The first technique directly operates on the radar returns, whereas the second operates on the traditional beamformed image. Both these techniques mitigate the false alarms arising from the multipath while simultaneously permitting the shadowed target to be detected at its true location. While these techniques are general, they are examined for two important urban radar applications: detecting shadowed targets in an urban canyon, and detecting shadowed targets around corners.
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I. INTRODUCTION

W e propose two techniques to image a target inside urban environments, which are rich in multipath due to many sources of reflections, such as building walls. A novelty of the presented techniques is that they exploit multipath and they operate in the absence of LOS with the target. Conventional approaches do not consider multipath and would produce high false positives. Our approach takes advantage of the multipath false positives to associate and map them back to their true shadowed target location, thus reducing the false positives while increasing the signal to clutter ratio (SCR) at the shadowed target location.

The techniques are based on a ray tracing approach: One technique operates directly on the radar returns and its performance is dictated by a composite point spread function (CPSF), while the other technique operates on the beamformed image and utilizes the point spread function (PSF) explicitly to obtain the final image. Both techniques result in an image localizing and detecting the target at its true shadowed location, but vary in computational complexity, and requirements on the coherency of multipath.

Two examples of urban geometries are examined. The first is an urban canyon comprised of three building walls emulating an alley in a city but with an obstruction which blocks the LOS with the target (a hidden target). The second is an urban T-junction where the target must be detected and localized around corners [1],[2]. In order to exploit multipath in urban terrain it is assumed that the blueprint of the urban scene is known to the radar a priori which may have been obtained for example through municipal blueprints or through military or civilian satellites or unmanned aerial vehicle (UAV) surveillance gathered previously. This is possible because, for example, the authors of [3] used information from the publicly available Google Earth to predict RF propagation in urban areas. Furthermore, radar systems may communicate with, or have other integrated sensors such as electro-optical (EO)/infrared (IR) sensors (for e.g. LIDAR) which provide high resolution and accurate ground elevation maps of city streets and urban canyons. While our algorithm assumes perfect knowledge of the reflecting geometry, we nonetheless show the effect of multipath exploitation when the errors exist in the blueprints through analytical and simulation results.

Assumptions. In this article it is assumed that: a) knowledge of the reflecting walls geometry is available; b) multipath can be treated as specular; c) all diffuse multipath can be treated as rough wall scattering; d) information on the type of walls for rough wall scattering is available; e) diffraction effects can be neglected; f) and, multipath returns are detectable and resolvable.

Literature on multipath exploitation. Multipath exploitation assuming perfect knowledge of the reflective geometry has been a recent subject of investigation, see for example [4]-[14]. Most articles have assumed a LOS path. In [4] the authors use knowledge of the environment to predict multipath and improve the probability of detection of the target. In [5], the authors use the multipath and the direct LOS path to track targets in an urban canyon with a particle filter and adaptive waveform design. In [6] the LOS paths were assumed present, in addition to the double bounce multipath. The radar returns were then jointly analyzed in the range-Doppler domain but ghosts were not explicitly mapped or associated back to the target. An orthogonal frequency division multiplexing (OFDM) radar transmission scheme was used to exploit multipath in the presence of the LOS path in [7]. A generalized likelihood ratio test (GLRT) was then derived to detect targets using multipath and the direct LOS path, adaptive waveform design was considered in the formulation. Improvements in direction of arrival estimation using multipath exploitation were shown in [8]. Ground moving target indication (GMTI) applications were first treated in [9], in which Cramér-Rao bounds demonstrated that range accuracy may improve by exploiting NLOS multipath.
In [10], [11], the authors project multipath echoes into several auxiliary delay-image planes, which is claimed to result in better estimates of scattering centers via direct path image reconstruction. Synthetic aperture radar images demonstrating multipath ghosts due to a human target in a rectangular room were shown, e.g., in [12] via finite difference time domain (FDTD) electromagnetic modeling. The presence of the LOS path was assumed and the application was through-the-wall sensing.

In [13], the authors modify their SAR imaging algorithm to view shadowed regions of the target in the presence of LOS. Although we do the same to combat the absence of the LOS, our objective is different from [13] and focuses on associating and mapping the aspects viewed by the multipath back to the target’s shadowed location. In [14], exploitation of single bounce multipath (ghost) targets in the presence of the target LOS paths was analyzed in the SAR domain for through-the-wall sensing. The objective here unlike [5]-[12] is to reduce false positives and improve the SCR at the target location by association and mapping of the multipath [14, [15].

Contributions. Our contributions may be summarized as follow: First, multipath exploitation in the SAR domain, and in the absence of the LOS path is addressed. Second, two techniques are derived to combat the absence of the LOS path in order to both localize and detect the target at its shadowed location. Third, the two techniques are applied to practical and commonly encountered urban scenarios, namely, shadowed urban canyons, where a target is hiding to avoid detection via radar, and detecting targets behind corners in urban city streets, such as an urban T-junction. Fourth, both image domain CFAR and rough wall simulations for multipath exploitation in the SAR domain have been addressed by numerical simulations.

Outline. In section II, brief preliminaries of traditional processing of free space radar returns with multiple sensors using a simple SAR backprojection technique is outlined. In section III, the example urban models, i.e., urban canyon and the T-junction are considered and the multipath are analyzed. The techniques which exploit multipath to detect and localize the shadowed target are presented in section IV. Simulations are presented in section V, and we conclude in section V.

II. FREE SPACE IMAGING PRELIMINARIES

Assuming a free space scenario, consider a single point target at coordinates $\mathbf{x}_t = [x_t, y_t]^T \in \mathbb{R}^2$ and $M$ sensor positions $\mathbf{r}_m \in \mathbb{R}^2$, $m \in \{1, 2, \ldots, M\}$. The sensor at position $m$ transmits the waveform $s_m(t)$ and collects the radar returns, and then moves to the next sensor position, synthesizing a physical aperture. The waveform $s_m(t)$ for $t \in [(m-1)(T_p + T), (m-1)(T_p + T) + T]$ is defined as

$$s_m(t) = p(t - (m - 1)T_p) \exp(j\omega_c(t - (m - 1)T_p)),$$

where $t$ indexes the time, $\omega_c$ is the carrier frequency, $T$ is the waveform duration, and $T_p$ is time between two consecutive waveform transmissions at consecutive sensor positions. The waveform $p(t)$ is the baseband equivalent of the transmitted waveform and is assumed to be real. The received radar return at the $m$-th sensor position is given by $r_m(t)$.

$$r_m(t) = p_m s_m(t - 2\tau(x_t; \mathbf{r}_m)) + v_m(t)$$

where, $\tau(a; b) = ||a - b||/c$ is a time-delay, $c$ is the speed of light in free space, $v_m(t)$ is noise plus interference observed by the radar at the $m$-th sensor position. Here, $p_m$ depends on the radar cross section (RCS) of the target and the attenuation due to the propagation of the signal observed by the radar at the $m$-th sensor position. Let $\mathcal{X}$ and $\mathcal{Y}$ be the discrete sets of $N_x$-crossrange and $N_y$-downrange positions, respectively. Consider an arbitrary position $\mathbf{x} \in \mathbb{R}^2$, the backprojected beamformed image pixel value at location $\mathbf{x}$, denoted by $\mathcal{I}(\mathbf{x})$, is given by [18]-[20],

$$\mathcal{I}_0(\mathbf{x}) = \sum_{m=1}^{M} \{r_m(t + 2\tau(\mathbf{x}; \mathbf{r}_m)) \otimes s_m^*(-t)\}|_{t=0}$$

where $\otimes$ is the convolution operator. In practice, the time-delays $\tau(\cdot; \cdot)$ in (3) can be implemented off-line using the FFT via the Fourier (time) shift theorem. Repeating (3) for all the locations yields the beamformed image, $\mathcal{I}_0(\cdot) \in \mathbb{C}^{N_x \times N_y}$.

III. MODEL

To analyze our multipath exploitation algorithms, we consider two geometries modeling simplified city streets: an urban canyon and an urban T-junction.

A. Urban Canyon

Fig. 1 may model a practical scenario, such as a surveillance vehicle moving on a street but looking sideways into an alley for potential threats. Other practical scenarios may be envisioned for through-wall radar applications by inclusion of a front wall in the urban canyon. The length and width of the canyon are denoted by $D_1$ and $D_2$, respectively. Assume that the origin is at the intersection of the horizontal line through the m-th sensor and the extension of wall 1, denoted by $O$ in Fig. 1, define the sensor locations $\mathbf{r}_m := [-d_m, 0]^T$, and the target location $\mathbf{x}_t := [-x_t, y_t]^T$. The LOS path from the target to the radar is absent because of an obstruction. However, the multipath from each wall to the target are present in the radar returns. Assuming specular reflections, each of these multipath returns create virtual targets at locations $\mathbf{x}_k^{vt}, k = 1, 2, 3$ corresponding to the three walls, and given by

$$\mathbf{x}_1^{vt} := [x_t, y_t]^T,$$
$$\mathbf{x}_2^{vt} := [-x_t, 2(D_1 + D_2) - y_t]^T,$$
$$\mathbf{x}_3^{vt} := [-2D_2 - x_t, y_t]^T.$$  

For ease of exposition, we consider models in 2D. However, 3D models could be handled by concatenating the radar and target heights to the vectors $\mathbf{r}_m$, $\mathbf{x}_t$, and the virtual targets heights to $\mathbf{x}_k^{vt}, k = 1, 2, 3$, respectively. The imaging algorithm described in Section-II and the multipath exploitation algorithms would be unchanged except for incorporating the heights into the position vectors.

Since the LOS is absent, the radar returns at the $m$-th sensor is the superposition of pure multipath contributions, i.e.

$$r_m(t) = \sum_{k=1}^{3} \rho_{mk}s_m(t - 2\tau(\mathbf{x}_k^{vt}; \mathbf{r}_m)) + v_m(t).$$

r_m(t) = \rho_m s_m(t - 2\tau(x_t; \mathbf{r}_m)) + v_m(t)
The three trajectories \( k = 1, 2, 3 \) are different for each sensor position \( m \) and, therefore, they are identified with the pair \((m,k)\). The coefficient \( \rho_{mk} \) depends on the RCS of the target as it is seen by the \( m \)-th sensor, and upon the propagation attenuation along the \( k \)-th path.

Traditional processing of the radar returns as in (3) would indicate three targets due to the three multipath and the true target at \( x_t \) would go undetected.

Note that for ease of exposition, in (5), we have ignored radar returns that propagate from the radar to the target via one particular path but arrive back at the radar via a different path. Such combination multipath, if they exist, and are detectable, can be handled with straightforward extensions (though notationally more involved) of the multipath techniques presented subsequently. We therefore note that, in practice, the signal attenuation or path loss phenomenon may preclude some or all of the multipath to be detected.

B. Detection of targets around corners: Urban T-junction

Consider Fig. 2, which depicts an urban T-junction. The origin is chosen as the point of intersection between the horizontal line through the sensor location and the vertical portion of wall 1, denoted as \( O \). The coordinates \( r_m \) and \( x_t \) are identical to those defined for the urban canyon. The target is shadowed by wall 3. Hence the direct LOS path is absent. However, there exist three multipath returns: two from reflections at wall 1, 2 respectively, the third from a reflection at wall 3 and another at wall 2. Again assuming specular reflection, each of these multipath returns will give rise to three virtual targets, denoted as \( y_{k}^{\text{vt}} \), \( k = 1, 2, 3 \), at

\[
\begin{align*}
    y_{1}^{\text{vt}} &= \{x_t, y_t\}^T, \\
    y_{2}^{\text{vt}} &= \{-x_t, 2(D_3 + D_1) - y_t\}^T, \\
    y_{3}^{\text{vt}} &= \{-x_t, 2D_3 + y_t\}^T.
\end{align*}
\]

The radar return at the \( m \)-th sensor position is identical to (5) after replacing \( x_{k}^{\text{vt}} \) with \( y_{k}^{\text{vt}} \). Traditional processing of the radar returns as in (3) will indicate three targets due to the three multipaths and the true target at \( x_t \) goes undetected.

For the LOS path to be absent for all sensor positions in this scenario, the \((x_t, y_t)\) must be in the following region (set):

\[
\bigcap_{m=1}^{M} \left\{ (x_t, y_t) : \frac{y_t(d_m - D_2)}{d_m - x_t} \leq D_1 \right\}. 
\]

In the same spirit, we have until now assumed that all of the depicted multipath returns are present in the radar returns. This is in general not true, and the target co-ordinates must be in a region for all of the multipath to be physically present in the radar returns. For example, for the multipath from wall 1 to be present in all the \( m \) range profiles implies that the target co-ordinates must be in the set:

\[
\bigcap_{m=1}^{M} \{ (x_t, y_t) : \frac{y_t d_m}{x_t + d_m} \leq D_1 \}. 
\]

Likewise, for multipath comprising of reflection at wall 2 to be present in \( m \) profiles implies the following region:

\[
\bigcap_{m=1}^{M} \{ (x_t, y_t) : \frac{(d_m - D_2)(2(D_3 + D_1) - y_t)}{d_m - x_t} \geq D_1 \}. 
\]

Similarly, for the multipath comprising of reflections at wall 3 and wall 2 to be observed in all the \( m \) range profiles, the following may be derived:

\[
\begin{align*}
    \bigcap_{m=1}^{M} \{ (x_t, y_t) : \frac{(d_m - D_2)(2D_3 + y_t)}{d_m - x_t} \geq D_1 \} \bigcap \\
    \bigcap_{m=1}^{M} \{ (x_t, y_t) : \frac{x_o(x_t, y_t)(y_t - D_1) + x_t(D_1 - y_o(x_t, y_t))}{y_o(x_t, y_t) + y_t - 2D_1} \leq -D_2 \} \\
    \bigcap_{m=1}^{M} \{ (x_t, y_t) : \frac{D_1(d_m - x_t) - D_3(d_m + x_t) - y d_m}{2D_3 + y_t} \leq D_3 + D_1 \}.
\end{align*}
\]

In (8)-(10) the sets represent target positions where multipath is present for all the sensor positions. Furthermore, in (9),(10) the sets considered multipath from the left side of the T-junction, similar counterparts may be derived for the right half in a straightforward manner. In reality, some sensors may receive a particular multipath while others do not; scenarios when the spatial strength of some multipath are below the
noise floor are treated in the simulations. The LOS path is assumed to always be absent. The sets similar to (7)-(10) may be derived from the geometry of the urban canyon as in Fig. I, and are not discussed here, as they are straightforward.

So far diffraction effects have been ignored as they are very particular to the geometry and are not always present. A ray incident on a diffracting edge causes a whole cone of diffracted rays and one needs to select how many trajectories should be tracked from this cone. Overall this process may easily become quite complicated. In many cases, rays originating from diffraction are weaker than rays originating from reflections. Therefore, after a few of such interactions it is usually correct to eliminate diffracted contributions because they are weaker overall compared to those originating solely from reflections. Note however, if one can model the diffraction a priori, for example via EM simulations, it may be possible to exploit some of it, i.e. map and associate the weaker diffraction ghosts back to the target, if they are detectable in the first place.

IV. MULTIPATH EXPLOITATION

Our objective is to mitigate false positives and localize/detect the shadowed target through knowledge of the scene geometry. In this section, the multipath exploitation algorithms are presented in full generality. Let us denote the virtual targets as \( \mathbf{x}_k^t, k = 1, 2, 3 \) for the urban canyon or the T-junction. Specifically, for the urban canyon \( \mathbf{x}_k^t = \mathbf{x}_k^d \) and for the T-junction \( \mathbf{x}_k^t = \mathbf{y}_k^t \). Let \( \mathcal{W} = \mathcal{X} \times \mathcal{Y} \) be the set of the crossrange and downrange positions both inside and outside the canyon, and the T-junction, and let \( \mathcal{W}_{\text{sub}} = (\mathcal{X}_{\text{sub}} \times \mathcal{Y}_{\text{sub}}) \subseteq \mathcal{W} \) denote the subset of positions consisting of only those crossrange and downrange positions inside the urban canyon and T-junction, where \( \mathcal{X}_{\text{sub}} \subseteq \mathcal{X} \) and \( \mathcal{Y}_{\text{sub}} \subseteq \mathcal{Y} \) are of cardinality \( N_x \) and \( N_y \), respectively.

A. Data Domain

Define an arbitrary location \( \mathbf{x} = [-x, y]^T \in \mathcal{W}_{\text{sub}} \) with three associated multipath virtual targets \( \mathbf{x}_k^t, k = 1, 2, 3 \), as in (4) and (6), but with \( x_l \) replaced by \( x \) and \( y_l \) replaced by \( y \). The multipath exploitation algorithm is: consider a modified beamformed image whose value at \( \mathbf{x} \) is given by

\[
I_1(\mathbf{x}) = \sum_{m=1}^{M} \sum_{l=1}^{3} r_m(t + 2\tau(\mathbf{x}_k^t; \mathbf{r}_m)) \odot s_m^*(-t))_{|t=0}
\]

for \( r_m(t) = \sum_{k=1}^{3} \rho_{mk}s_m(t - 2\tau(\mathbf{x}_k^t; \mathbf{r}_m)) + v_m(t) \). (11)

Equation (11) is linear in all operations and is a modified version of the original beamforming algorithm in (3), with a few important differences. The modified beamforming algorithm derived in (11) coherently adds \( k = 1, 2, 3 \) multipath and associates them to the location \( \mathbf{x} \). In contrast, the original imaging algorithm in (3) coherently adds the LOS return only (assuming the target were at \( \mathbf{x} \)), which in our case does not exist. We have therefore mitigated the false positives in the original beamformed image and rendered the target at its true location, which is clearly unattainable with the processing in (3) due to the absence of the target LOS path. The algorithm is presented in Table. I.

1) Composite Point Spread Function: To analyze the effects of (11) in the image domain, and see how it relates to the traditional point spread function (PSF) [17],[21], we make certain assumptions. Consider deriving the traditional PSF from (3) in the absence of noise and interference, i.e. \( v_m(t) = 0 \), assuming zero path loss and under unit reflectivity, i.e. \( \rho_m = 1, \forall \rho \) (by definition of the PSF). To derive a function akin to a PSF but from (11), identical assumptions are therefore made, albeit on the multipath instead. That is, let \( v_m(t) = 0 \), multipath be point like, have no path loss and have unit reflectivities, i.e. \( \rho_{mk} = 1, \forall \rho \) for all \( k = 1, 2, 3 \). We define this PSF like function as a composite PSF (CPSF) for reasons explained shortly. If we denote the CPSF as \( \mathcal{P}_c(\mathbf{x}_i, \mathbf{x}) \), then using elementary Fourier properties it may be shown that

\[
\mathcal{P}_c(\mathbf{x}_i, \mathbf{x}) = \sum_{m=1}^{M} \sum_{l=1}^{3} \sum_{k=1}^{N} F^{-1}\left\{ |P(\mathbf{e}^t(\mathbf{x}_i, \mathbf{x}))|^2 \right\}
\]

\[
\times \exp(-j(\omega - \omega_c)2\Delta \tau_{mk}(\mathbf{x}_k^t; \mathbf{x}_i^t))
\]

\[
\times \exp(-j\omega_02\Delta \tau_{mk}(\mathbf{x}_k^t; \mathbf{x}_i^t)) \right|_{t=0}
\]

where \( \Delta \tau_{mk}(\mathbf{x}_k^t; \mathbf{x}_i^t) := \tau(\mathbf{x}_k^t; \mathbf{r}_m) - \tau(\mathbf{x}_i^t; \mathbf{r}_m) \).

The CPSF could be broken down into two additive terms: the desired term and a term causing spatial interference.

The desired term in the CPSF is given by

\[
\mathcal{Q}_c(\mathbf{x}_i, \mathbf{x}) = \sum_{m=1}^{M} \sum_{l=1}^{3} \sum_{k=1}^{N} F^{-1}\left\{ |P(\omega - \omega_c)|^2 \right\}
\]

\[
\times \exp(-j(\omega - \omega_c)2\Delta \tau_{mk}(\mathbf{x}_k^t; \mathbf{x}_i^t))
\]

\[
\times \exp(-j\omega_02\Delta \tau_{mk}(\mathbf{x}_k^t; \mathbf{x}_i^t)) \right|_{t=0}
\]

It is noted that (13) is obtained from (12) when \( k = l \). The interference term in (12) is given by \( \mathcal{P}_c(\mathbf{x}_i, \mathbf{x}) - \mathcal{Q}_c(\mathbf{x}_i, \mathbf{x}) \).

When the LOS path for the target exists, the traditional PSF at an arbitrary location \( \mathbf{x} \) evaluated using (3) is

\[
\mathcal{P}(\mathbf{x}_i, \mathbf{x}) = \sum_{m=1}^{M} F^{-1}\left\{ |P(\mathbf{e}^t(\mathbf{x}_i, \mathbf{x}))|^2 \right\}
\]

\[
\exp(-j(\omega - \omega_c)2\Delta \tau_{m}(\mathbf{x}_i; \mathbf{x})) \exp(-j\omega_02\Delta \tau_{m}(\mathbf{x}_i; \mathbf{x})) \right|_{t=0}
\]

\[
\Delta \tau_{m}(\mathbf{x}_i; \mathbf{x}) := \tau(\mathbf{x}_i; \mathbf{r}_m) - \tau(\mathbf{x}; \mathbf{r}_m)
\]

We may treat the multipaths as targets, and their PSF's may also be evaluated from (14) by substituting \( \mathbf{x}_i \) with any one of the multipath virtual targets whose locations are given in (4) and (6). This is employed in the multipath exploitation algorithm in the image domain, treated subsequently. Comparing (13) and (14), we see that the CPSF is identical in structure to the PSF, and has several terms resembling the PSF, albeit considering the true multipath and its hypothesized multipath in (13) rather than the true target and a hypothesized target as in (14). This is no surprise given the similarity of (3) and (11).

It is tempting to define the resulting CPSF a ‘PSF’ for the modified beamforming algorithm in (11), but we refrain from doing so as the former has an interference term, while the latter has only sidelobes and possesses no interference terms. More importantly, the PSF by definition is evaluated for a single point target return [21], whereas the CPSF operates on the returns from several assumed point like multipath targets.
Theoretical aspects are presented in Section IV. The PSF and CPSF are dependent on \( t \) or, intuitively, its content in the spectral domain. Numerical results will be presented in Section IV for a rectangular waveform, and the pertinent analysis is relegated to Appendix-A. It is shown that in certain cases the interference term is spatially spread in both downrange and crossrange, and its magnitude is more or less insignificant when compared to the sidelobe levels of the original PSF. The resulting PSF and CPSF may be re-derived for other waveforms in a straightforward manner.

### B. Image Domain

The image domain algorithm is similar to the approach taken in [14] but has two major differences. First, it uses the PSF to perform weighting rather than an arbitrary and suboptimal spherical weighting function as employed in [14]. The spherical weighting may cause nearby clutter and interference to be mapped back to the target location, which is avoided by using the PSF. Moreover radar SAR algorithms usually employ the PSF theory and was absent in [14]. Second, the algorithm is formulated to address the absence of LOS, which was never the focus of [14] that was aimed at through-wall radar applications.

Consider an arbitrary location \( \mathbf{x} \in \mathcal{W} \) and a hypothesized target at location \( \hat{\mathbf{x}} \in \mathcal{W}_{\text{sub}} \). The hypothesized multipath are then located at \( \hat{\mathbf{x}}_k, k = 1, 2, 3 \), as may be obtained from (4) and (6).

Let us evaluate the PSFs at \( \hat{\mathbf{x}}_k \) in \( \mathcal{W} \) and denote them in a matrix notation \( \mathbf{P}_k(\hat{\mathbf{x}}_k), k = 1, 2, 3 \). In other words, \( \mathbf{P}(\hat{\mathbf{x}}; \mathbf{x}) \) is an element of \( \mathbf{P}_k(\hat{\mathbf{x}}_k) \) indexed appropriately. For subsequent operations on the matrices \( \mathbf{P}_k(\hat{\mathbf{x}}_k) \), we normalize them as

\[
\mathbf{P}_k := \frac{||\mathbf{P}_k(\hat{\mathbf{x}}_k)||}{||\mathbf{P}_k(\hat{\mathbf{x}}_k)||_{\text{max}}}, k = 1, 2, 3
\]

where \( || \cdot ||_{\text{max}} \) denotes the absolute value that we allow to operate on matrices elementwise as well. A simple thresholding operation is now employed with threshold parameter \( \beta \) given by,

\[
\mathbf{P}_k = \mathbf{1}[\mathbf{P}_k \leq \beta]
\]

where the \( \mathbf{1}[\cdot] \) as the indicator function and we define it to operate on the matrix element-wise as well. The matrices \( \mathbf{P}_k, k = 1, 2, 3 \) are now binary matrices/images and typically consist of many 1’s in the vicinity of the hypothesized multipath location, \( \hat{\mathbf{x}}_k \), depending on the choice of the threshold parameter \( \beta \). We convert the normalized PSFs to a dB scale and choose \( \beta \) such that only the mainlobe of the hypothesized multipath at \( \hat{\mathbf{x}}_k \) is selected for further processing. Typically the range of \( \beta \) is between 3 dB-13 dB.

The multipath exploitation technique now consists of a masking operation on the original beamformed image,

\[
\mathbf{I}_{\text{mask}}(\hat{\mathbf{x}}) = ||\mathbf{I}_o|| \odot (\mathbf{P}_1 + \mathbf{P}_2 + \mathbf{P}_3)
\]

where \( \odot \) is the Hadamard product or elementwise multiplication and \( \mathbf{I}_o \) is the matrix equivalent of the original beamformed image \( \mathbf{I}_o \). It is seen from (17) that if there were hypothesized multipath at \( \hat{\mathbf{x}}_k \), associated with the shadowed target at \( \hat{\mathbf{x}}_k \), then it would be retained in \( \mathbf{I}_{\text{mask}}(\cdot) \), while nulling the clutter and interference in the beamformed image, whose matrix equivalent is denoted as \( \mathbf{I}_o \). In contrast, if there were no multipath at the hypothesized multipath, associated with the shadowed target at \( \hat{\mathbf{x}}_k \), then (17) is a null image consisting of all zeros. The final step is an association stage which maps the multipath energy to its hypothesized target location \( \hat{\mathbf{x}}_k \).

\[
\mathbf{I}_{\mathbf{c}}(\hat{\mathbf{x}}) = \mathbf{1}_N^T \mathbf{I}_{\text{mask}}(\hat{\mathbf{x}}) \mathbf{1}_N
\]

where \( \mathbf{1}_N \) and \( \mathbf{1}_N \) are vectors of all ones and of dimensions \( N_x \times 1 \) and \( N_y \times 1 \), respectively. Equations (15)-(18) are repeated for all hypothesized target locations in \( \mathcal{W}_{\text{sub}} \). The multipath exploitation technique in the image domain is now complete and the algorithm details are presented in Table II. To avoid repetition, certain details are however omitted such as, computing the beamformed image in step-2 of Table II, which is straightforward from (3) and Table I.
TABLE II: Algorithm for multipath exploitation in image domain

1. **Region select:** Appropriately select $W_{\text{sub}}$ and $W$ to include crossrange and downrange positions inside, as well as encompassing the geometry (urban canyon or T-junction).
2. **Beamform:** For all $x \in W$ and using (3) obtain the original beamformed image matrix $I_n \in \mathbb{C}^{N_x \times N_y}$.
3. **Loop start:** For target location $\hat{x}_t \in W_{\text{sub}}$ compute multipath locations $\hat{x}^{(k)}$, $k = 1, 2, 3$ using (4) or (6).
4. **PSF operations:** Using (14) compute the PSFs at the multipath locations in step-2, for all $x \in W$. Let compute and store the matrices $P_k(x^{(k)})$ for $k = 1, 2, 3$.
5. **Normalize & Threshold:** For a chosen $\beta$, compute $\hat{P}_k$ and $\hat{P}_k$ for $k = 1, 2, 3$, using (15) and (16).
6. **Mask & Retain:** Use (17) for the chosen $\hat{x}_t \in W_{\text{sub}}$ to compute the matrix/image $I_{\text{mask}} \in \mathbb{R}^{N_x \times N_y}$.
7. **Associate:** Store scalar $I_{\text{mask}}(\cdot) := 1^{T}_{N_x}I_{\text{mask}}(\hat{x}_{t})1_{N_y}$ as the value in the multipath exploited image at $\hat{x}_{t}$.
8. **Check Loop:** If all $\hat{x}_t \in W_{\text{sub}}$ are exhausted, go to step-9, else, go back to step-3 and repeat.
9. **Stop:** The multipath exploited matrix $I_c \in \mathbb{R}^{N_x \times N_y}$ now displays the shadowed target.

---

We now compare the two presented multipath exploitation techniques. The first approach computes the multipath exploited image depicting the target at its true shadowed location directly from the radar returns. The second approach operates on the classical beamformed image, which requires this to be computed beforehand. Thus, the first approach has computational advantages over the second. The second approach uses information from the beamformed image and hence spatial clutter or range profile artifacts could be traced from the beamformed image to the final multipath exploited image. On the other hand, the first approach directly maps the clutter and artifacts to the final exploited image, and thus poses difficulties in tracing them back to their original spatial origins in the absence of the original beamformed image. Other differences between the two techniques will be seen from the simulations in section V.

So far, we have ignored clutter objects in the two techniques for multipath exploitation. We note that differentiating clutter, i.e., uninteresting targets from the true targets of interest is difficult, unless the clutter objects are stationary, in which case SAR MTI/GMTI and change detection techniques could be used. If clutter objects have their own multipath but no LOS paths, then our algorithm does not differentiate between the true and clutter targets.

C. Multipath exploitation in non-ideal scenarios: rough walls

Roughness should be taken into account when walls are not smooth, which typically occurs at shorter wavelengths. Without embarking into a rigorous electromagnetic analysis, which would require knowledge of material parameters that would not available in actual applications, we provide a simplified investigation to approximate the impact of wall roughness.

We use random perturbations to model roughness, as first pioneered by Rice [22], and used in for example [23]-[24] and references therein. To emulate roughness / craters on the wall, we consider $N$ subreflectors, which form the length of the wall(s) [6]. Each subreflector is placed at a random depth from the baseline smooth wall, according to a Gaussian distribution with mean value corresponding to the location of the baseline smooth walls and standard deviation corresponding to a percentage of the operating wavelength [6]. Pattern roughness or texture is simulated through spatial correlation [6], [22] of the random subreflectors, so that high spatial correlation corresponds to presence of a pattern. The multipath returns from the random subreflectors are then weighted. We propose a simple but flexible weighting model based on several physical realities. Since it may be shown that the length of the specular multipath component is smaller than any of the diffuse multipath components, the weighting function is designed as follows: if a subreflector is closer to the specular point, the overall path length traveled is shorter (and hence experiences lower path loss) and its diffuse multipath component is weighted higher.

The following makes the modeling clearer. Referring to Fig. 3, consider a single rough vertical wall consisting of $N$ subreflectors. If the wall is smooth, then the multipath is specular and let us denote $x_s := [x_s, y_s]^T$ as the specular reflection point on the wall. The $n$-th subreflector has coordinates $x_n := [x_{nr}, y_{nr}]^T$. Denote $\mathcal{N}(0, 1)$ the standard normal distribution with zero mean and unit standard deviation and $\lambda$ the operating wavelength. Then $x_{nr}$ is random and modeled as $x_{nr} \sim \mathcal{N}(d_{x}, \eta \lambda)$, with $\eta = \text{wall roughness percentage}$. The baseline smooth wall is located $d_{x}$ meters along the $x$-coordinate from an arbitrary origin. The $y$-coordinate of the $n$-th subreflector is deterministic with $y_{nr} \in [D_{y1r}, D_{y2r}]$, where $D_{y2r} - D_{y1r}$ is the vertical length of the wall. The time delay for the $n$-th diffuse multipath may then be obtained. The amplitude weighting associated with the diffuse multipath...
from this subreflector is given by $G(n) := \exp(-\varepsilon|x_r - x_{sr}|)$, where $\varepsilon$ is a free parameter. The spatial correlation between two subrefectors is denoted as $S(n_1, n_2) := \mathbb{E}\{(x_{n_1r} - d_{sr})(x_{n_2r} - d_{sr})\}, (n_1, n_2) \in \{1, 2, \ldots, N\}$ and assumed to be $S(n_1, n_2) = \exp(-\kappa|n_1 - n_2|)$. The diffuse multipath from the $N$ subrefectors are now superposed. The technique to generate diffuse multipath from a single rough wall, parallel to the $y$-axis is summarized in Table III for a single sensor position and this technique could be extended to other geometries.

D. Inaccuracies in wall positions

When wall locations are not know with accuracy, our extensive simulations indicate two possible scenarios. In one, some multipath trajectories intersect and the simplest choice is to declare the intersection points as the localized target positions. In the other, none of the multipath trajectories intersect. Hence, we assume that the target is declared within a contiguous region in the SAR image to derive some confidence on the target location. In Appendix-B, we define an uncertainty polygon to represent partial confidence on the target’s location.

V. SIMULATIONS

All dimensions are in meters, unless mentioned otherwise. The carrier frequency is 1.8 GHz, 12 sensors are used for imaging, with inter-element spacing equal to the wavelength divided by a factor of 4 to satisfy the spatial Nyquist. For the urban canyon, $D_1 = D_2 = 20$, and the standoff distance is $D_\gamma = 4$. For the T-junction, $D_1 = 26$, $D_2 = D_3 = 20$. The spatial sampling in both downrange and crossrange are kept constant in the simulations, however their total dimensions are varied to show the multipath which are outside the imaged geometries, and clearly indicated in the images themselves. When some parameters change, they are stated explicitly. The path loss or signal attenuation as a function of range has been ignored in the simulations.

A. Ideal Scenarios:

For the urban canyon, the target is at spatial coordinates (-12,14) and for the T-junction the target is at (-22,30). The sensor start location is at (-9,5417,0) and its end location is at (-10,0). No noise or clutter was added in the radar returns and the targets were assumed to have unit reflectivity over all azimuths. Fig. 4 and Fig. 5 show results for both geometries and techniques. The walls comprising the geometry are superimposed on the figure and target locations are marked as ‘o’. Due to the absence of the direct path in Fig. 4(a), no target is observed inside the urban canyon geometry and the multipath are seen outside the urban canyon. For the T-junction in Fig. 5(a), one of the multipath is localized inside, and the rest of the multipath are localized outside. The multipath inside in T-junction in Fig. 5(a) is caused from the reflection at wall 1, and not surprisingly is at the same downrange position as the target but appears on the opposite side of the genuine target. Fig. 5(a) falsely indicates that a target exists on the opposite side of the T-junction. The target is missed for imaging performed inside both geometries and multipath causes false alarms for imaging both inside and outside the geometries.

The data domain multipath exploitation images of Fig. 4(b) and Fig. 5(b) show that the multipath in Fig. 4(a) and Fig. 5(a) are “literally” folded back and intersect at the target location, in addition to a strong peak at the shadowed target location. Similar intersections of the corresponding multipath and the strong peak at the target location are seen for the image domain multipath exploited image in Fig. 4(c) and Fig. 5(c).

Considering the data domain exploitation algorithm in (11) the strong peak is designed, whereas the intersections are an added bonus. It is surprising, however, that the same intersections and the strong peak at the target location are seen for both geometries w.r.t. to the image domain algorithm though the intersections and the peaks appear to be “faster” than those in the data domain algorithm. This could be attributed to the noncoherent spatial integration of the amplitudes at locations in the mainlobe of the multipath in the original beamformed images, and is explained by (18). Spatially spread interference due to the folding back of the multipath are seen for the data domain algorithm in Fig. 4(b) and Fig. 5(b). Similar trajectories are also seen in the image domain algorithm in Fig. 4(c) and Fig. 5(c). This implies that the data domain and image domain multipath exploitation algorithms are related but it is difficult to definitively point out this relationship from (11) and (15)-(18). From Fig. 4 and Fig. 5, we see that the data domain and image domain multipath exploitation has increased the SCR at the target location, and simultaneously reduced the false alarms. From here onward all images shown are normalized to their maxima, i.e. the gain in SCR at the target location is not shown explicitly.

B. Combination Multipath

In practice we could encounter situations where the propagation and return paths are different. Exploiting the combination multipath is straightforward and involves minor modifications to the techniques presented thus far. A simulation example for the data domain algorithm is shown in Fig. 6 for the urban canyon, where we considered a combination multipath propagating via wall 1 and returning via wall 2. In total there are now four multipath including this additional combination multipath. We see that four multipath trajectories now intersect at the target location. For the image domain algorithm, the focus locations of the combination multipath are required, which are obtained from techniques used in [15]. After computing the focused locations of combination multipath, exploiting them is straightforward from the image domain exploitation technique presented here.

C. Incoherent multipath

Consider the unlikely scenario where the multipath add destructively across the sensor positions (the complex gains of the multiple paths were artificially chosen in this way). In Fig. 7, the data domain technique images are shown for the two previous geometries and the same target coordinates. From the inset in Fig. 7, we can see that the target location has a null in both the urban canyon as well as the T-junction. However, the target location may still be discernible from the structure of the images, i.e. the folding and intersection of the multipath at the target location. Notice that the third multipath is stronger.
TABLE III: Modeling diffuse multipath radar returns from rough walls

1. Consider: A rough wall parallel to the y-axis of length $D_{yr}$, and at a distance of $d_{xr}$ from an arbitrary origin.
2. Compute: For the radar at coordinates given in $x_r$, target at $x_t$, and from geometry, compute the specular reflection coordinates and store them in the vector $x_s = [x_t, y_s]^T$.
3. Grid: Divide the length of the wall into $N$ subreflectors. The wall roughness percentage is $\eta$, operating wavelength, $\lambda$, and define $D_{yr} := D_{y1r} - D_{y2r}$. The $n$-th subreflector on the rough wall is at $x$-$y$ coordinates $(x_{nr}, y_{nr})$, where $x_{nr} \sim N(d_{xr}, \eta\lambda)$ is random, and $y_{nr} \in [D_{y1r}, D_{y2r}]$ is deterministic. At this stage, the random components of the arbitrary, $n_1$-th and $n_2$-th subreflectors may be made correlated according to any valid correlation function, $S(n_1, n_2)$.
4. Generate: For the $n$-th subreflector, generate a diffuse multipath component as $G(n)s(t - 2\tau_n)$, where $\tau_n := ||x_r - x_s||/c + ||x_n - x_t||/c$, $x_s := [x_{nr}, y_{nr}]^T$, and for a predefined $\varepsilon, G(n) := \exp(-\varepsilon|x_s - x_{nr}|)$.
5. Loop: Repeat the processing in step-4 for a different $n$, until all the $N$ subreflectors have been exhausted.

The composite diffuse multipath returns is then given by $\sum_{n=1}^{N} G(n)s(t - 2\tau_n)$.
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Fig. 4: For Urban canyon: (a) original beamformed, and multipath exploited (b) in data domain, (c) in image domain

![Image](image2.png)

Fig. 5: For T-junction: (a) original beamformed, and multipath exploited (b) in data domain, (c) in image domain

in amplitude and seen in Fig. 7(a,b). The results for the image domain algorithm are not shown since it is robust to incoherent multipath at all locations, irrespective of the imaged geometry.

D. PSF & CPSF analysis:

Fig. 8 depicts the CPSF, the CPSF interference interior to the imaged geometry, and the sidelobe of the PSF for an unshadowed target at $(-17, 8)$ and $(-23, 32)$, for the canyon and the T-junction respectively. Since the PSF has only the target mainlobe and the sidelobe, the aim here is to compare the CPSF interference w.r.t. to the PSF sidelobe.

The PSF sidelobe is derived numerically by first normalizing the image to its maximum, and then retaining only those contributions which are 6 dB lower than its maximum. We may see from Fig. 8 that the CPSF interference is generally spatially spread and is reasonable when compared to their corresponding PSF sidelobe. To quantify the CPSF interference we consider two metrics: the image variance and entropy of the CPSF interference images interior to the considered geometries [26],[27]. The metrics are compared to their PSF sidelobe counterparts in the image domain. The image variance measures the dispersion from the mean intensity in the image.
Fig. 8: Urban canyon target at (-17,17): (a) CPSF, (b) CPSF interference (c) PSF sidelobe, and T-junction target at (-23,32): (d) CPSF, (e) CPSF interference, (f) PSF sidelobe

Fig. 6: Beamformed image after multipath exploitation with four multi path. The fourth multipath: propagation is via wall-1, return is via wall-3.

The entropy measures the randomness in intensities of the image.

Referring to Table IV, the variance of the CPSF interference is about the same as that of the PSF sidelobe for both geometries. The entropy is slightly higher for the urban canyon compared to the T-junction, which is explained from Fig. 8 observing that the interference in the canyon is more spatially spread than the CPSF interference in the T-junction.

E. Effects of noise and clutter, with undetectable multipath:

We now consider adding independent white zero mean Gaussian complex noise to the radar returns resulting in an SNR of 3 dB at all sensors. Urban clutter is difficult to model statistically and physically, hence we assume sev-
eral scintillating and unshadowed point targets whose RCS varies randomly over the sensor positions. Note that the clutter targets assume a LOS return unlike the genuine target. The SCR was chosen to be 10 dB. For the urban canyon, three clutter point targets were chosen at locations (−18, 22), (−18.5, 22.5), and (−19, 23); their RCS are independent from each other, spatially independent across the sensors, and normally distributed. For the T-junction the clutter consisted of the same three scintillating point targets but at locations (0, 44), (−0.5, 44.5), and (−1, 45). The locations of the clutter was assumed such that two of their multipath are not seen by the radar since they are at grazing angle, whereas their third multipath is assumed to be weak and below the noise floor, attributed to a low RCS of the target at this particular aspect angle. The aim here is twofold, to first demonstrate, unlike in [14], that clutter present inside the geometries are not mapped back inside by the two multipath exploitation algorithms. Second, to analyze the performance of the exploitation techniques in noise and clutter. Note that if interior clutter has its own multipath, then it is treated as a target and its multipath are mapped back by our exploitation techniques to the clutter location.

A simple cell averaging constant false alarm rate (CFAR) processor was used [28] in the image domain. After CFAR detection, dilation followed by erosion were carried out on the binary images [29],[30], to first retain clusters which should have been connected, and then locally erode clusters which are spatially far away [31]. These operations after raw CFAR detection are common and have been used in practical implementations in SAR CFAR detectors, see also [31],[32] and references therein for more details. The CFAR kernel is shown in Fig. 9(a), the structuring elements [30] for dilation and erosion are shown in Fig. 9(b,c). The test cell in Fig. 9(a) is square and has approximately the same length and width as the range resolution. The guard cells as shown in Fig. 9(a) are chosen hoping that no sidelobes contaminate the statistics in the test cell. The area comprising the guard and test cells is 2.64 m$^2$. The training cells from which the statistics are derived span an area of 2.65 m$^2$.

For the two geometries, the beamformed image before detection, and after detection at 2.5% and 1% false alarm rates are shown in Fig. 10(a,d,g) and Fig. 11(a,d,g), respectively. Some of the multipath and the clutter are seen clearly in Fig. 10(a) and Fig. 11(a), several false targets due to noise also appear, and are picked up by the CFAR as false targets in Fig. 10(d,g) and Fig. 11(d,g). For the urban canyon, the multipath w.r.t. wall 2 is not seen as it is intentionally made weak and below the noise floor, the rest of the multipath are seen in Fig. 10(a). They are also seen in the data and image domain multipath exploitation algorithms in Fig. 10(e,f) and Fig. 10(h,i), and hence aid in localizing the target. Likewise for the T-junction, the farthest multipath is made weak. The remaining multipath and the clutter are seen in Fig. 11(a), and in the images after exploitation and detection i.e. in Fig. 11(e,f,h,i). The images in these figures are shown without normalization to depict the effect of both noise and clutter clearly. For the T-junction the detections are shown interior to this geometry following previous convention. From these figures it is clear that both the multipath exploitation algorithms localize and detect the shadowed target at its true location and that they lead to fewer false alarms inside the imaged geometries. It is noted that the target is detected in both the geometries, regardless of the false alarm rate.

The persistent clutter inside the canyon is seen in Fig. 10(a) but is not mapped back by the exploitation algorithms, regardless of the false alarm rate. The strong sidelobe from the clutter however is, and a small fraction of it is retained by the CFAR, especially by the data domain algorithm, but still goes undetected at the lower false alarm. For the T-junction, some of the clutter is mapped back since it is similar to the multipath from wall 2, which lies inside the T-junction. The clutter locations for the T-junction were therefore chosen to demonstrate this behavior intentionally. It is noted however that this clutter is mapped to locations which are well within the direct LOS view of the radar, and hence may be easily discounted from the CFAR detections. It must be noted that the CFAR uses local statistics for adapting its threshold and hence at the edges of the images, it performs poorly as seen here, as well as pointed out in the literature [31].

### F. Wall roughness:

The operating frequency is now changed to 10.8 GHz. The standard deviations of the random variables modelling the roughness are chosen to be 10% of the chosen wavelength. The parameter $\kappa = 0.04$ and number of craters in the walls is assumed to be $N = 200$. The results are shown for varying values of $\varepsilon$ in Fig. 12(a-c) for the T-junction and for the data domain algorithm. The results for the image domain algorithm are similar and are therefore not shown. For the T-junction and with regard to the farthest multipath which has two reflections one at wall 3 and the other at wall 2, the diffuse multipath is modeled such that for a reflection at a particular crater in wall 3, the signal may reach any other crater on wall 2, reflect from it and then reach the target. From Fig. 12(a-c) we see that the wall roughness induces diffuse multipath longer in range than the specular component. From Fig. 12(a-c) we also

---

**TABLE IV: PSF sidelobe and CPSF interference comparisons for target in urban canyon at (-17,8) and in T-junction at (-23,32).**

<table>
<thead>
<tr>
<th></th>
<th>Urban Canyon</th>
<th>T-junction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSF sidelobe</td>
<td>0.0267</td>
<td>0.0116</td>
</tr>
<tr>
<td>CPSF interference</td>
<td>0.0354</td>
<td>0.0115</td>
</tr>
<tr>
<td>Entropy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(bits)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSF sidelobe</td>
<td>0.5334</td>
<td>0.2690</td>
</tr>
<tr>
<td>CPSF interference</td>
<td>2.1176</td>
<td>0.499</td>
</tr>
</tbody>
</table>

---

**Fig. 9:** CFAR operations, (a) kernel, (b) dilation structuring element, (c) erosion structuring element.
Fig. 10: Urban canyon CFAR results, for beamformed (a) original, (d) at 2.5%, (g) at 1%, for data domain (b) original, (e) at 2.5%, (h) at 1%, for image domain (c) original, (f) at 2.5%, (i) at 1%

see that the diffuse multipath reduce with increasing values of $\varepsilon$. The range of acceptable values of $\varepsilon$ is an open question, which has to be addressed via experimental investigations or EM driven simulations; it is envisioned that the range of $\varepsilon$ would be a function of the material properties of the walls.

G. Multiple closely resolvable targets:

We next evaluate the performance when trying to resolve two closely spaced shadowed targets. For the urban canyon the targets are at $(-12, 14)$ and $(-12.7, 14.7)$ and for the T-junction the targets are at $(-22, 30)$ and $(-22.7, 30.7)$. For such closely spaced targets, some of their corresponding multipath are also unresolved. For the urban canyon in Fig. 13(a), we see that the multipath w.r.t. wall 3 is unresolved for both the targets. The unresolved multipath is remapped as in Fig. 13(b,c). From the data and image domain exploited images, we see that the target has been resolved. For the T-junction, in Fig. 14(a), the furthest multipath are more or less unresolved. The data domain exploited image does not reveal two targets but rather four closely separated peaks, due to several criss-crossed multipath trajectories. Two of these are at the true location, whereas the others manifest due to intersections of the original multipath trajectories. The image domain exploited technique nevertheless shows two sharp peaks at the true target locations. This is attributed to the spatial integration utilizing the PSF.
Fig. 11: T-junction CFAR results, for beamformed (a) original, (d) at 2.5%, (g) at 1%, for data domain (b) original, (e) at 2.5%, (h) at 1%, for image domain (c) original, (f) at 2.5%, (i) at 1%.

Fig. 12: Rough wall results for T-junction and data domain algorithm, (a) $\varepsilon = 0.05$, (b) $\varepsilon = 0.1$, (c) $\varepsilon = 0.15$.
H. Inaccuracies in wall positions

For the urban canyon, we assume that wall 1 and wall 3 are off by +0.5m in their locations, and similarly wall 2 is −0.5m in error. For the T-junction we assume that the wall to the right of the radar has an error of +0.5m in its location. Likewise, we assume that $D_1$ and $D_3$ have errors corresponding to ±0.5m respectively. The results are shown for the data domain multipath exploitation in Fig. 15 along with the true target location. The errors in wall positions for both the urban canyon and T-junction, corresponds to approximately seventeen wavelengths for a carrier of 10 GHz, and is reasonably large. For these simulations we observe that when the wall positions are in error, the exploited multipath do not all intersect at the true target location. It is also noted from this figure that due to the nonoverlapping trajectories arising from the errors in wall positions, there is not a significant gain in SNR at the true target location when compared to the case of exploiting multipath when no errors in wall positions exist. This implies that some benefits by exploiting multipath could be lost especially in lower SCR / SNR regimes.

Simulations with the CPSF (without the spatial interference) in the presence of geometry errors are shown in Fig. 16 and in Fig. 17, for the two urban structures. For these simulations $\alpha = 3$dB was chosen (see Appendix-B). When at least some of the multipath intersect (the (b) sub-figures), the norm squared error in the target location is 2.34m$^2$ and 16.6m$^2$, for the urban canyon and T-junction respectively. When none of the multipath intersect (the (a) sub-figures), the uncertainty polygons, $D$ are shown in these figures.

VI. CONCLUSIONS

The objective of this article was to localize and detect targets in the presence of multipath but in the absence of the direct LOS path, assuming that knowledge about the reflecting walls is available. Two multipath exploitation techniques were formulated, the first operates on the original beamformed image, whereas the other operated on the raw data in the signal domain, and both relied on multipath being detectable. It was shown that traditional processing of multipath causes false alarms in the beamformed image. However, after our proposed multipath exploitation, the target was detected and localized at its true location, and the false alarms were reduced while simultaneously increasing the SCR at the target location.

The impact of radar multipath from rough walls was modeled stochastically and its impact was shown via representative simulations. Effectively exploiting multipath for localizing and detecting targets, currently requires fairly accurate estimates of the geometry and blueprints of the urban structures. To address inaccuracies in geometries, analysis and simulations were considered. The simulations demonstrate that for
reasonable measurement errors multipath exploitation still holds some promise. However, the robustness of multipath exploitation schemes in the absence of direct LOS path to diffuse multipath from other objects and diffraction effects were not addressed analytically, and additional investigation and experimental work would be highly desired to address their detrimental effects on multipath exploitation.

**APPENDIX A**

**CPSF AND PSF FOR RECTANGULAR WAVEFORM**

Let us assume that \( p(t) \) is rectangular function of width \( T \),

\[
p(t) = \text{rect}(t/T) := \begin{cases} 1 & 0 \leq t \leq T \\ 0 & \text{otherwise} \end{cases}
\]

\[
P(\omega) = T \exp(-j\omega T/2) \text{Sinc}(\omega T/2\pi)
\]

Then the PSF for the rectangular function, \( \mathcal{P}^r(x_t; x) \), is:

\[
\mathcal{P}^r(x_t; x) = \sum_{m=1}^{M} \Psi(\Delta \tau_m(x_t; x))
\]

(19)

where

\[
\Psi(\Delta \tau_m(x_t; x)) := \begin{cases} \Phi_1(\cdot) \frac{|\Delta R_m(x_t; x)|}{\Delta R} & \leq 1 \\ 0 & \text{otherwise} \end{cases}
\]

(20)

\[
\Delta R_m(x_t; x) = c \Delta \tau_m(x_t; x), \Delta R = \frac{cT}{2} = \frac{c}{2B}
\]

\[
\Phi_1(\cdot) = T \left( 1 - \frac{|\Delta R_m(x_t; x)|}{\Delta R} \right) \exp(-j\omega c 2 \Delta \tau_m(x_t; x))
\]

and \( \Delta R \) is the range resolution of the system for the radar bandwidth denoted by parameter \( B \). The PSF captures the range resolution via \( \Psi(\Delta \tau_m(x_t; x)) \) and takes into account oversampling in downrange and crossrange, if they were employed. With similar convention, the CPSF specialized for the rectangular function is

\[
\mathcal{P}^c(x_t; x) = \sum_{m=1}^{M} \sum_{k=1}^{3} \sum_{l=1}^{3} \Psi(\Delta \tau_{mkl}(x_t^{vl}; x_l^{vl}))
\]

(21)

where \( \Psi(\Delta \tau_{mkl}(x_t^{vl}; x_l^{vl})) \) is only defined for the multipath and is given by

\[
\Psi(\Delta \tau_{mkl}(x_t^{vl}; x_l^{vl})) := \begin{cases} \Phi_2(\cdot) \frac{|\Delta R_{mkl}(x_t^{vl}; x_l^{vl})|}{\Delta R} & \leq 1 \\ 0 & \text{otherwise} \end{cases}
\]

(22)

\[
\Delta R_{mkl}(x_t^{vl}; x_l^{vl}) = c \Delta \tau_{mkl}(x_t^{vl}; x_l^{vl})
\]

\[
\Phi_2(\cdot) = T \left( 1 - \frac{|\Delta R_{mkl}(x_t^{vl}; x_l^{vl})|}{\Delta R} \right) \exp(-j\omega c 2 \Delta \tau_{mkl}(x_t^{vl}; x_l^{vl}))
\]

We have all the necessary terms to compute the interference term in the CPSF specialized for the rectangular function, and is given by

\[
\mathcal{P}_c(x_t; x) = Q_c(x_t; x)
\]

\[
= \sum_{m=1}^{M} \sum_{k=1}^{3} \sum_{l=1}^{3} \Psi(\Delta \tau_{mkl}(x_t^{vl}; x_l^{vl}))
\]

\[
- \sum_{m=1}^{M} \sum_{k=1}^{3} \Psi(\Delta \tau_{mkk}(x_t^{vl}; x_l^{vl}))
\]

(23)

Numerical results of the rectangular PSF and CPSF are presented in Section IV. In particular, it is shown that in certain cases the interference term is spatially spread in both downrange and crossrange, and its magnitude is more or less insignificant when compared to the sidelobe levels of the original PSF.

Fig. 15: Multipath exploitation for the data domain algorithm, when wall positions are in error. (a) Urban canyon, (b) T-Junction. The true target position is shown by (O).

Fig. 16: CPSF without the spatial interference in the presence of geometry errors for the urban canyon. The true target position is at (O) : (a) \( \Delta_1 = 0.5, \Delta_2 = -3, \Delta_3 = 3.5 \), the uncertainty polygon, \( D \) in black and its vertices (□) are also shown. (b) \( \Delta_1 = -1.5, \Delta_2 = -3, \Delta_3 = 0.5 \).

Fig. 17: CPSF without the spatial interference in the presence of geometry errors for the T-junction. The true target position is at (O) : (a) \( \Delta_1 = -1, \Delta_2 = -3.5, \Delta_3 = -3 \), the uncertainty polygon, \( D \) in black and its vertices (□) are also shown. (b) \( \Delta_1 = -1, \Delta_2 = 1.5, \Delta_3 = -3 \).
Appendix B
Sensitivity Analysis: Errors in Geometry

The objective is to provide a mathematical framework to analyze the impact of imprecise knowledge of the geometry (or geometry errors) on the presented multipath exploitation approach. We consider a single target and \( K \) distinguishable multipath components. We assume that the wall position errors, denoted as \( \Delta_i, i = 1, 2, \ldots \), will result in virtual target position errors for each of the \( K \) multipath components.

Depending on the exact types of errors, either some of the \( K \) multipath trajectories will still intersect in the modified beam formed image, or, in the worst case, none of them will intersect in the modified image. To analyze both these cases, the CPFS without the spatial interference proves to be useful. Consider (13), looking at each multipath component \( k = 1, 2, \ldots, K \) individually, define:

\[
Q_{ck}(x_t, x) = \sum_{m=1}^{M} \frac{1}{(P(\omega - \omega_v))^2} \times \exp(-j(\omega - \omega_v)2\Delta \tau_{mk}^b \chi_k^{vt}, \chi_k^{rt})) \\
\times \exp(-j\omega 2\Delta \tau_{mk} \chi_k^{vt}, \chi_k^{rt})) \bigg|_{t=0}.
\]  

(24)

In (24), \( \chi_k^{vt} \) is the \( k \)-th virtual target in the absence of errors for the target at the true location at \( x_t \), and \( \chi_k^{rt} \) is the \( k \)-th virtual target for a hypothesized target at \( x \) but in the presence of geometry errors. The rest of the parameters in (24) have been previously defined. For the specific case of the urban canyon, and for \( K = 3 \), we have \( \hat{\chi}_1^{vt} = [x_t + \Delta_1, y_t^2, \hat{\chi}_2^{vt} = [-x_t, 2(D_1 + D_2 + D_0) - y_t]^T \) and \( \hat{\chi}_3^{vt} = [(2(D_2 + D_3) - x_t, y_t)^T \). Similarly, for the T-junction and for \( K = 3 \), we have \( \hat{\chi}_1^{vt} = [x_t + \Delta_1, y_t^2, \hat{\chi}_2^{vt} = [-x_t, 2(D_2 + D_3 + D + D_0) - y_t]^T \) and \( \hat{\chi}_3^{vt} = [-x_t, 2(D_3 + D_3) + y_t]^T \). For both these urban structures, the errors in wall positions are captured by \( \Delta_k, k = 1, 2, \ldots \). Consider the following sets, corresponding to a chosen \( \alpha \), for each multipath component \( k \),

\[
A_k := \left\{ x = (x, y) : \frac{|Q_{ck}(x_t, x)|}{\max_x |Q_{ck}(x_t, x)|} \leq \alpha \right\}
\]

(25)

Typically, \( \alpha \in [1/2, 1/4] \) in linear scale or \( \alpha \in [-3, -6] \) dB is chosen to retain purely mainlobe multipath contributions.

When at least some of the multipath trajectories intersect, we need to consider at the very least, pairwise set intersections:

\[
B_{kj} := A_k \cap A_j, j = k + 1, k + 2, \ldots, K \quad \text{with} \quad k = 1, 2, \ldots, K.
\]

There are a total of \( \binom{K}{2} \) such pairwise intersection sets. If at least some of the multipath trajectories intersect, then those intersection points could be considered as hypothesized target locations and are collected in the set \( B \) defined by:

\[
B := \bigcup_{k,j} B_{kj}, k = 1, 2, \ldots, K, j = k + 1, k + 2, \ldots, K
\]

(26)

We can now define a metric such as the norm squared error between the true target location \( x_t \) and the members of \( B \) to determine the sensitivity of multipath exploitation to errors in geometry w.r.t localization. In the other extreme case, when none of the multipath trajectories intersect, \( B_{kj} = \{\} \) for all \( k, j \). In this case, we can declare the target to be anywhere in a region. It is natural to assume that, in this region, individual multipath mainlobes are connected at least partially to themselves, and furthermore individual multipath are connected to the rest of the multipath mainlobes either directly or via the other multipath mainlobes. The next step is to minimize the area (or volume, if 3D) of this region. From our extensive simulations, we noticed that a mathematically tractable shape to describe this region is an irregular polygon, with a minimum of \( 2K \) sides to: a) at least partially connect individual multipath mainlobes, b) connect individual multipath to the rest either directly or via the other multipath.

Denote the vertices of \( D \) as \( \bar{v}_k \in A_k \) and \( \bar{v}_k \in A_k, k = 1, 2, \ldots, K \), and are defined as:

\[
\bar{v}_k := (x_k, y_k) \quad \text{if} \quad |x_k - x_{k+1}| \geq |y_k - y_{k+1}|
\]

\[
\bar{v}_k := (x_k, y_k) \quad \text{if} \quad |x_k - x_{k+1}| < |y_k - y_{k+1}|
\]

(27)

where \( \bar{A}_k \) is the set of \( \bar{v}_k \), \( \bar{v}_k = (x_k, y_k) \) = \sup \( (x_k, y_k) \), \( (\bar{x}_k, y_k) = \inf \( (x_k, y_k) \). Similarly, \( (\bar{x}_k, y_k) = \sup \( (x_k, y_k) \), \( (\bar{x}_k, y_k) = \inf \( (x_k, y_k) \). The above definition assumes that for example, \( (\bar{x}_k, y_k) = \sup \( (x_k, y_k) \) is unique, if this is not the case, any of the points could be used as the vertex. The important point is to ensure that exactly \( K \) sides of \( D \) intersect the region/set \( A_k \) or are in close proximity to it. A few examples in Section V make this clear.
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\(^1\)Disjoint regions minimizing the area could be derived but their construction is not easily described, and are dependent on the particular errors in the wall locations. Furthermore, the motivation is to create a contiguous region since when we know all wall positions, the multipath all intersect.


